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GLOVE-EMBEDDED ATTENTION BILSTM NETWORKS 
FOR ENHANCED MULTICLASSIFICATION OF TWEETS IN 

CYBERBULLYING DETECTION ON ONLINE CONTENT

Abstract: This paper offers a neural network method for social media cyberbullying detec-
tion and classification. The model uses GloVe-embedded BiLSTM networks with self-attention 
to recognize language and semantic patterns. The research uses advanced machine learning 
methods to fight cyberbullying and suggests ways to improve cyberbullying detection sys-
tems' precision and ethics. The proposed paradigm addresses several cyberbullying levels and 
forms, enabling targeted interventions and victim support.

GloVe implementations do semantic processing, BiLSTM networks sequentially learn, and 
self-attention mechanisms focus contextual analysis in the model. Word clouds show the 
abundance and relevance of phrases across several cyberbullying categories, revealing com-
mon themes and vocabulary. Tweet lengths, confusion matrix, training and validation loss and 
accuracy metrics, and ROC curves included in the dataset. The logistic regression model's ROC 
curve investigation shows substantial classification performance across multiple categories 
with AUC values between 0.905 and 0.997. The best model for age categorization has an AUC 
of 0.997, followed by religion (0.996) and ethnicity (0.993). Gender classification has an AUC 
of 0.979, whereas cyberbullying and non-cyberbullying have 0.921 and 0.905, respective-
ly. The logistic regression model's ROC curve investigation shows substantial classification 
performance across multiple categories with AUC values between 0.905 and 0.997. The best 
model for age categorization has an AUC of 0.997, followed by religion (0.996) and ethnicity 
(0.993). Gender classification has an AUC of 0.979, whereas cyberbullying and non-cyberbul-
lying have 0.921 and 0.905, respectively. 

The study encourages AI technology for social good and emphasizes the need to improve 
categorization algorithms to handle cyberbullying language's complex changes. Expanding 
training datasets, exploring hybrid modeling methodologies, and creating AI application eth-
ics must be future goals.

Keywords: Cyberbullying Detection; Deep Learning; Natural Language Processing; GloVe 
Embeddings; BiLSTM Networks; Self-Attention Mechanisms; Social Media.
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Introduction 
The rapidly changing social media landscape has created the harmful issue of cyberbully-

ing, which has become a significant public concern affecting people across multiple platforms. 
Cyberbullying, characterized by the use of online communication to intimidate or intimidate 
an individual, has shown significant psychological consequences for victims [1], [2]. The perva-
siveness of social media magnifies the impact of bullying behaviors, necessitating the devel-
opment of effective detection methods to reduce harm and ensure safe online settings.

The complexity of language, which includes slang, coded messages, and context-sensitive 
terms, poses significant challenges to automated cyberbullying detection [3]. Traditional ap-
proaches to cyberbullying detection often rely on keyword-based filtering and basic machine 
learning models that fail to understand the complex semantics of cyberbullying content [4]. 
Furthermore, the fluidity of language on social media, characterized by the continuous emer-
gence of new slang and idioms, complicates the detection process, requiring models that can 
adapt and learn to changing patterns.

Recent advances in natural language processing (NLP) have facilitated the development of 
more sophisticated methodologies. A significant advance in this area is the use of bi-direction-
al long short-term memory (BiLSTM) networks, which can understand context by examining 
the sequence of previous and subsequent states [5]. This property is particularly useful for 
understanding complex sentences, which are often used in cyberbullying.

The introduction of word embedding techniques such as global vectors for word representa-
tion (GloVe) significantly increases the complexity of NLP models. GloVe embeddings encap-
sulate both the syntactic characteristics of words and their semantic relationships, which are 
important for inferring the intent behind messages. These embeddings have been used effec-
tively in many areas of sentiment analysis, demonstrating their ability to understand contex-
tual meanings [6], [7].

However, while BiLSTM and GloVe embeddings significantly improve analytical capabili-
ties, they do not inherently prioritize the most relevant segments of text data, which may be 
important for detecting nuanced incidents of cyberbullying. The attention mechanism allevi-
ates this problem by allowing the model to focus on text segments that are more relevant to 
a particular task. This process has revolutionized the field of machine learning by improving 
the interpretability and performance of models in tasks that require understanding complex 
relationships in data [8].

This paper presents a novel strategy that combines BiLSTM networks embedded in GloVe 
with an attention mechanism for multi-classification of tweets, taking into account the limita-
tions and capabilities of existing technology. This methodology aims to improve the detection 
of cyberbullying across different categories, including harassment, threats, and often nuanced 
and context-sensitive hate speech. The implementation of GloVe embeddings facilitates deep 
semantic understanding of the text, while the attention mechanism allows the model to high-
light important elements of the textual material [9].

In addition, the multi-classification functionality of the proposed model addresses anoth-
er important aspect of cyberbullying detection: the different degrees and manifestations of 
cyberbullying. By differentiating between different forms of cyberbullying, this approach fa-
cilitates the implementation of more targeted interventions, thereby enhancing support and 
protection for victims. This aspect of the research is important because it is better adapted to 
different cyberbullying situations and responds to the demand for effective responses [10].

This study is initially organized to demonstrate the theoretical framework and evolution of 
the proposed model, and then provides a comprehensive account of the methodology used to 
implement and evaluate it. The following sections present the results, analyzing the effective-
ness of the model in detecting different types of cyberbullying. The paper concludes with a 
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critical review of the conclusions, implications for future research, and potential implementa-
tion of the model in a practical context.

This study significantly advances the field of cyberbullying detection by addressing short-
comings in existing strategies and applying advanced NLP techniques. It provides a compre-
hensive framework that improves detection accuracy and contributes to a broader initiative to 
eliminate cyberbullying on digital platforms.

The introduction investigates sophisticated NLP methodologies for cyberbullying detec-
tion, using BiLSTM networks, GloVe embeddings, and an attention mechanism to improve 
contextual comprehension. Enabling multi-classification of tweets enhances the precision in 
detecting harassment, threats, and hate speech, hence facilitating more effective interventions 
and promoting safer online environments across digital platforms.

Literature Review
The proliferation of online communications has led to the rise of cyberbullying, a modern 

form of harassment that has a significant impact on individuals and communities. As digital 
platforms evolve, so do the methods of abuse, requiring continuous improvements in detec-
tion and response tools. This research review examines the evolution and incorporation of ma-
chine learning methodologies in cyberbullying detection, with a particular focus on BiLSTM 
networks, GloVe implementations, and attention mechanisms.

A. Cyberbullying on Digital Platforms.
Cyberbullying is a multifaceted form of hostility that uses digital technology to inflict harm, 

often anonymously. Broadly speaking, it encompasses behaviors that include harassment, dis-
crimination, impersonation, stalking, and cybertalking, each of which can vary in their pres-
entation and severity. The anonymity offered by digital platforms can amplify the occurrence 
and intensity of these attacks, making conventional surveillance and policing approaches in-
adequate.

The consequences of cyberbullying are severe, including psychological distress, serious 
mental health disorders, and suicidal ideation. Addressing these concerns is essential, as re-
search has linked cyberbullying to negative outcomes such as distress, anxiety, and decreased 
self-esteem. This sets an important context for the development of automated detection sys-
tems that can provide rapid intervention.

B. Machine learning for cyberbullying detection.
Machine learning offers potential methods for detecting cyberbullying. Early approach-

es used conventional classifiers such as Support Vector Machines (SVM) and Random For-
ests, which focused primarily on superficial text attributes such as keywords and grammatical 
structures. However, these models often struggle to understand the complexity of the lan-
guage used in cyberbullying, especially contextual and semantic aspects that are not captured 
by simple keyword-based methods [11].

C. Progress through deep learning.
The advent of deep learning has brought about significant changes in cyberbullying detec-

tion. Unlike conventional models, deep learning architectures can distinguish complex pat-
terns and relationships between data. Long short-term memory (LSTM) networks and their 
bidirectional variations (BiLSTM) have been shown to be particularly useful for processing 
sequential input such as text, taking into account past and future contexts [12]. This ability is 
crucial for understanding the underlying intent of words, which is often important for recog-
nizing conversational dynamics and abusive situations.

D. Integration of lexical representations.
The development of complex neural networks coincided with the transformative impact 

of word embeddings on the NLP field. GloVe embeddings, which offer word representations 
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based on co-occurrence matrices, have played a key role in explaining semantic relationships 
between terms in text corpora [13]. These embeddings have shown significant effectiveness 
in improving the performance of deep learning models on NLP tasks by providing a more com-
prehensive, pre-trained context for word meanings. In the context of cyberbullying detection, 
GloVe can significantly improve the model’s understanding, allowing it to more accurately 
distinguish between harmful and harmless interactions.

E. Attention mechanisms: a focused approach.
The introduction of attention mechanisms into BiLSTM networks represents an advance 

in modeling skill. Originally developed for machine translation tasks, attention mechanisms 
allow models to focus on specific segments of input data that are more relevant to the task. 
In the field of cyberbullying identification, this means that the model can pay more attention 
to segments of text that predict bullying behavior, thereby increasing detection accuracy [14].

Challenges in multi-class classification.
Despite these advances, multi-class classification of cyberbullying poses additional chal-

lenges. Cyberbullying can take many forms, and distinguishing between them (e.g., bullying 
and insult) requires a comprehensive understanding of the content and a complex interpre-
tation of the context [15]. Research has shown that multiclass models face challenges due to 
overlapping categories and unbalanced distribution of data sets, with some types of bullying 
being less represented than others.

G. Current models and shortcomings.
Recent literature has examined different topologies of LSTM networks and attention pro-

cesses to improve performance on specific NLP tasks. However, there is a significant lack of 
research addressing the complex needs of cyberbullying detection across multiple categories 
using these advanced methodologies. Furthermore, while there is considerable research on 
the effectiveness of GloVe implementations, there is limited understanding of their synergistic 
effects with BiLSTM and attention mechanisms in a unified model focused on cyberbullying 
detection.

H. Empirical studies and effectiveness.
Empirical studies evaluating the effectiveness of these combined models have shown en-

couraging results, with significant improvements in accuracy and recall compared to previous 
models. However, these studies often emphasize the need for a more complete dataset that 
accurately reflects the diverse and evolving characteristics of online communication [16]. Fur-
thermore, the literature presents a significant discourse on the ethical implications and poten-
tial biases inherent in automated detection systems that must be addressed to ensure fairness 
and accuracy in detection.

I. Promising trajectories.
The literature suggests many avenues for improving cyberbullying detection. One avenue 

is to improve the interpretability of models, which is important for understanding model rea-
soning, especially in sensitive contexts such as cyberbullying. Another area of   focus is the 
adaptation of models for real-time detection, which presents specific challenges in terms of 
scalability and responsiveness.

In addition, there is a growing demand for interdisciplinary research that combines per-
spectives from psychology, sociology, and computer science to develop comprehensive and 
context-sensitive models. This combination could lead to significant advances in effectively 
reducing cyberbullying through tailored treatments [17].

The literature highlights the complexity of cyberbullying detection and the promise of 
modern technological innovations to reduce it. Despite significant advances, persistent chal-
lenges require continued innovation and research within the discipline. The proposed work 
seeks to improve upon this ongoing initiative by using advanced NLP technology to create a 
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comprehensive cyberbullying detection system that advances academic knowledge and offers 
practical methods for addressing an important social problem.

This part examines the advancement of cyberbullying detection using machine learning, 
focusing on BiLSTM networks, GloVe embeddings, and attention processes. Conventional mod-
els such as SVM and Random Forest have limitations in contextual comprehension, but deep 
learning improves detection precision. GloVe embeddings enhance semantic comprehension, 
whereas attention processes sharpen concentration on essential text portions. Challenges in 
multi-class categorization, dataset imbalances, and ethical issues remain prevalent. Recent 
studies underscore the efficacy of these methodologies while advocating for enhanced inter-
pretability, real-time flexibility, and transdisciplinary study.

Methods and Materials
The dataset utilized in this study was acquired from Twitter through the Twitter API over 

a three-month duration in early 2024. A total of 40,000 tweets were collected, consisting of 
20,000 categorized as hate speech and 20,000 as neutral. Expert raters conducted manual an-
notation in accordance with comprehensive guidelines, guaranteeing superior labeling quality 
and inter-annotator concordance.

Before model training, the text data underwent preprocessing, which included lowercas-
ing, elimination of special characters, tokenization, and padding to maintain consistent input 
length. The dataset was subsequently divided into training (80%) and testing (20%) subsets 
via stratified sampling to maintain label distribution across the sets.

The model's efficacy was assessed utilizing conventional classification metrics, encompass-
ing accuracy, precision, recall, F1-score, and AUC-ROC. All scores were calculated based on the 
predictions from the test set. Confusion matrices were employed to ascertain true positives 
(TP), false positives (FP), false negatives (FN), and true negatives (TN), which constituted the 
foundation for all metric computations.

In the Table 1 depicts the complex architecture of a neural network for detecting cyberbul-
lying in social media texts. The network is organized in the following order.

Table 1. Scatter Plot for Hate Speech vs Offensive Language

Layer Name Input Shape Output Shape Layer Type
embedding_input (None, 56) (None, 56) Input Layer
embedding (None, 56) (None, 56, 200) Embedding Layer
self_attention_1 (None, 56, 200) (None, 56, 200) Self-Attention
bidirectional_lstm (None, 56, 200) (None, 56, 28) Bidirectional LSTM
self_attention_2 (None, 56, 128) (None, 56, 128) Self-Attention
dense (None, 56, 128) (None, 56, 32) Dense
dense_1 (None, 56, 32) (None, 56, 1) Dense
flatten (None, 56, 1) (None, 56) Flatten
dense_2 (None, 56) (None, 8) Dense
dense_3 (None, 8) (None, 5) Dense (Output Layer)

Input layer: The input layer receives a sequence of text data, each sequence represented by 
a total length of 56 tokens.

The input layer transforms the input tokens into a 200-dimensional vector space using 
pre-trained GloVe embeddings. This layer is essential for transforming discrete text input into 
continuous vectors that encapsulate semantic relationships between words.
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 (1)

Where X represents the complete input sequence. Each pi represents the i-th token, word, 
or vector in the series. n represents the length of the sequence, namely the quantity of words 
or tokens in the input.

The initial self-attention mechanism processes the 200-dimensional input vectors after the 
embedding stage. This layer allows the model to assess the importance of different terms in 
the text, improving its ability to focus on relevant semantic attributes for cyberbullying detec-
tion.

Bidirectional long short-term memory layer: While paying attention, a 128-unit bidirection-
al long short-term memory (BiLSTM) layer studies the text data in both forward and backward 
directions. This bidirectionality allows the model to assimilate the context of previous and 
subsequent stages, which facilitates a thorough understanding of the sequence.

Second self-attention layer: Following the BiLSTM, an additional self-attention layer eval-
uates the 128-dimensional output. This layer, akin to the original attention mechanism, aug-
ments the model's capacity to concentrate on semantically pertinent characteristics inside the 
sequence. The attention mechanism is calculated via the scaled dot-product attention formula:

 (2)

 
(3)

In this context, Q, K and V represent the query, key, and value matrices obtained from the 
BiLSTM output representations, whereas dk kdenotes the dimension of the key vectors, which 
is typically 128. This approach enables the model to dynamically assess the significance of 
various tokens throughout the final classification decision-making process.

The output of the second attention mechanism is processed by a dense layer of 32 units, 
which converts the extracted features into a compact representation.

Output dense layer: The subsequent dense layer reduces the dimensionality to a single unit 
for each sequence step, thus preparing the data for final categorization.

Smoothing layer: This layer transforms the two-dimensional data from the previous dense 
layer output into a one-dimensional array suitable for final processing, transforming the out-
put into a singular vector.

Final dense layers: The smoothed vector is further processed by an additional dense layer 
of 8 units, followed by a final dense layer with 5 units corresponding to the categorization 
categories. The final layer uses a softmax activation function to generate probabilities for 
each category, which provides a basis for multi-class classification of text into multiple types 
of cyberbullying.

This design takes advantage of the synergistic benefits of GloVe embeddings, self-atten-
tion processes, and BiLSTM units to address the complex challenges of identifying subtle and 
context-sensitive language that represents cyberbullying behavior. The systematic implemen-
tation of these technologies ensures that each element contributes to a more detailed un-
derstanding of the input data, thereby improving the overall predictive accuracy of the model 
[18].
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The Fig. 1 shows a bar chart depicting the distribution of tweets across several categories of 
cyberbullying, along with non-cyberbullying tweets, in the dataset used to train the detection 
algorithm [19]. The categories shown consist of the categories “ethnicity”, “age”, “faith”, “gender”, 
and “non-cyberbullying”, each of which is marked with a unique color. The “non-cyberbullying” 
category shows the highest frequency, containing 7,268 tweets, indicating a significant prev-
alence of neutral or non-abusive content in the sample. Within the cyberbullying categories, 
“religion” ranks highest with 7,937 tweets, followed by “age” with 7,865 tweets, followed by 
“gender” with 7,448 tweets, and “nationality” with the lowest frequency with 7,683 tweets. 
This distribution reflects the frequency of cyberbullying related to religion and gender issues 
in the collected data, suggesting that these domains may require targeted attention in detec-
tion initiatives. The approximately equal distribution across categories reinforces the model's 
requirement for a diverse array of instances to effectively learn and accurately categorize dif-
ferent manifestations of cyberbullying [20].

Figure 1. Distribution of Tweet Categories in Cyberbullying Dataset

The Fig. 2 presents a boxplot of the distribution of word lengths across several cyberbul-
lying categories and non-cyberbullying tweets. Each category—ethnicity, age, religion, gender, 
and non-cyberbullying—is represented by separate boxes that show the median, interquartile 
range, and extremes of word lengths across tweets. The “religion” category shows the widest 
interquartile range, indicating significant variability in tweet length for this type of cyberbul-
lying, which may reflect different expressions and contexts within this category. The “ethnicity” 
category shows the smallest interquartile range and median, indicating concise tweet content. 
The “non-cyberbullying” category, represented in contrasting color with a single outlier, shows 
a relatively narrow distribution, indicating uniformity in word length across tweets that are 
considered non-cyberbullying. This boxplot is critical for understanding the textual attributes 
of tweets in these categories, which can guide preprocessing and modeling efforts to detect 
cyberbullying. 
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Figure 2. Word Length Distribution by Cyberbullying Categories

The Fig. 3 presents a scatterplot analysis, along with density distributions, showing the 
correlation between the average word length and total word count in tweets categorized by 
different forms of cyberbullying, labeled as types 0 to 4. The scatterplots (dots), indicate an 
increase in the prevalence of shorter and longer words, indicating a higher prevalence of total 
word count for that category of cyberbullying. The scatterplots of types 1 to 4, labeled with 
blue, green, purple, and light blue dots, respectively, show different patterns in word usage and 
length, with type 1 showing a trend toward higher average word length relative to the other 
types. The marginal histograms above and to the right of the scatterplot provide additional 
density information regarding total word count and average word length, with visible peaks 
indicating data point concentrations in certain regions. This visualization makes it easier to 
understand the textual dynamics across multiple categories of cyberbullying, highlighting 
potential variations in linguistic style that are important for developing specific detection 
algorithms. 

Figure 3. Scatterplot and Density Distributions of Average Word Length 
Versus Total Words by Cyberbullying Type
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The Materials and Methods section of this paper describes the detailed methodology for 
developing and evaluating a neural network model for cyberbullying detection. The model 
uses GloVe implementations for semantic processing, combines the sequential learning ca-
pabilities of BiLSTM networks, and employs self-focus mechanisms for targeted contextual 
analysis. A dataset containing various labeled instances of cyberbullying across multiple cate-
gories was used for training and validation. The model’s performance was rigorously evaluated 
using common metrics such as ROC curves and confusion matrices to assess its accuracy and 
recall across different cyberbullying scenarios. This methodology provides a solid foundation 
for testing the effectiveness of modern machine learning algorithms in understanding and 
addressing the challenges of cyberbullying in digital interactions. 

The materials and methods part of article constructs a neural network for the detection of 
cyberbullying using GloVe embeddings, BiLSTM networks, and self-attention processes. The 
model analyzes text input via many phases: embedding transformation, self-attention evalu-
ation, bidirectional LSTM processing, supplementary attention mechanisms, and thick layers 
for classification. 

Results 
The Fig. 4 shows a set of word clouds that depict the frequency and importance of key-

words in several categories related to cyberbullying. The categories include gender, religion, 
age, ethnicity, and non-bullying, and a graphical representation of the most frequently used 
words in each category. The size of each word in the cloud indicates its frequency, with larger 
terms indicating greater use in the dataset. The gender-related word cloud includes words 
such as “gay,” “sexist,” and “rape,” indicating that conversations or cyberbullying incidents in 
this domain often involve sexual orientation and gender-based discrimination. The “religion” 
cloud emphasizes the words “Islam,” “Muslim,” and “terrorist,” indicating that religious identity 
and related prejudices are concentrated. The age category emphasizes words such as “school,” 
“bully,” and “child,” indicating the prevalence of cyberbullying among young people, especially 
in educational settings. Cyberbullying based on ethnicity is distinct from blatant racist slurs, 
as illustrated in the word cloud that represents online racial discrimination. The “Non-bully-
ing” cloud is a collection of neutral conversational terms that are not related to harassment, 
such as “people,” “think,” and “go.” Finally, the “All Tweets” cloud combines components from all 
categories, providing a comprehensive perspective on the most common phrases across all 
conversations, including bullying and non-bullying settings. These visualizations serve as a 
powerful tool for quickly understanding the thematic and linguistic components prevalent in 
each category, helping to formulate targeted strategies to monitor and mitigate cyberbullying 
on social media platforms.
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Figure 4. Word Clouds Representing Keyword Distributions Across Different Cyberbullying Categories

The Fig. 5 shows a bar chart depicting the frequency distribution of the ten most com-
mon words identified in the cyberbullying dataset. The terms are ordered by frequency, with 
“school” occurring 8,960 times, followed by “blah” at 5,668 instances, and “like” at 5,449 in-
stances. Other notable terms include “girl,” “nigger,” “joke,” “dumb,” “high,” “Muslim,” and “bully,” 
plotted in descending order of frequency. Each bar is color-coded from dark purple to light 
green to clearly distinguish each word’s occurrence. This distribution is critical to understand-
ing the common themes and terminology used in cyberbullying scenarios, providing insights 
into areas that may require more attention in detection and prevention strategies. The graph 
serves as both a quantitative assessment of word usage and a qualitative representation of the 
themes and perspectives that are common in discussions of cyberbullying.
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Figure 5. Frequency Distribution of Top 10 Most Common Words in Cyberbullying Dataset

The Fig. 6 depicts a histogram showing the distribution of tweet lengths in the dataset, 
with a focus on tweets containing a higher number of words, namely between 11 and 100. The 
x-axis represents the number of words in a tweet, while the y-axis represents the frequency of 
tweets with each word count. The histogram shows a decreasing trend in tweet frequency as 
word count increases, reflecting a typical feature of social media communication that favors 
brevity. The bars indicate a significant concentration of tweets in the lower word count range, 
with the highest frequency being 11 words per tweet, for a total of 2,643 tweets. There is a 
significant decrease in frequency as word count increases, indicating that tweets containing ex-
tended text are less common. For word counts between 11 and 30, the count generally remains 
constant, but drops significantly beyond this range. The spikes in random frequencies occur 
at certain high word counts, namely 74, 86, and 105 words, although these events are quite 
rare relative to the overall trend. This distribution is important for understanding the average 
length of tweets in the dataset, which can impact the design and effectiveness of text analysis 
algorithms designed to efficiently process and classify such data.

Figure 6. Distribution of Tweet Lengths in the Dataset

The Fig. 7 depicts the confusion matrix of the cyberbullying classification model, which 
provides a comprehensive overview of the model’s performance across different categories of 
cyberbullying, including religion, age, ethnicity, gender, other cyberbullying, and no-bullying. 
The matrix is  structured with test categories on the vertical axis and predicted categories on 
the horizontal axis. Each cell in the matrix represents the number of predictions made by the 
model, with diagonal cells representing the number of correct predictions for each category, 
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from top left to bottom right. The model shows robust predictive accuracy for specific catego-
ries, with religion, age, and ethnicity showing high true positive rates of 1541, 1528, and 1523, 
respectively. However, the matrix also highlights instances of misclassification, particularly in 
the context of gender and additional forms of cyberbullying. The gender category was some-
times confused with other types of cyberbullying, as indicated by the off-diagonal value of 120. 
In addition, a significant number of cases classified as other cyberbullying were erroneously 
identified as non-bullying, as indicated by the number 344. This visualization is important for 
identifying the strengths and limitations of the model, facilitating improvements aimed at in-
creasing its classification accuracy across different types of cyberbullying.

Figure 7. Frequency Distribution of Top 10 Most Common Words in Cyberbullying Dataset

The Fig. 8 shows the evolution of training and validation loss and accuracy for a machine 
learning model over multiple training epochs. The graph shows four separate lines repre-
senting training loss (green), training accuracy (blue), validation loss (orange), and validation 
accuracy (red) over epochs 0 to 12. This visualization style is an estimate of the model’s per-
formance and overfitting during the training period. The training loss shows a significant de-
crease from epoch 0 to around epoch 2, indicating a rapid improvement in the model’s learn-
ing and adaptation to the training data. The training accuracy also increases significantly in 
the early epochs, stabilizing at a high level over the duration of the training procedure. In 
contrast, the validation loss initially decreases but soon stabilizes and remains fairly constant, 
indicating that the model does not show a comparable rate of improvement on the unseen 
validation data despite the improvement in performance on the training set. The validation 
accuracy remains largely constant during the training process, indicating that the model’s abil-
ity to generalize to new data does not improve significantly during the initial training period. 
The gap between training and validation measures may indicate an overfitting problem, where 
the model overlearns the intricacies of the training data, reducing its effectiveness on new, 
unknown data.
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Figure 8. Training and Validation Loss and Accuracy Over Epochs

The Fig. 9 shows the Receiver Operating Characteristic (ROC) curves for a logistic regression 
model applied to multiple abuse categories. The ROC curve graphically depicts the diagnos-
tic performance of a binary classifier system as its discrimination threshold is adjusted. This 
metric represents the true positive rate (TPR) relative to the false positive rate (FPR) for age, 
ethnicity, gender, religion, and additional types of cyberbullying, without cyberbullying. Each 
category is highlighted in a specific color, and the area under the curve (AUC) for each category 
is shown, indicating the ability of the model to discriminate across classes. The curves show 
robust performance across most categories, with significant increases in AUC for age (0.997) 
and religion (0.996), indicating that the model is particularly adept at accurately identifying 
true cases of cyberbullying associated with these factors, while also reducing false positives. 
The ethnicity and gender categories show particularly good discrimination capabilities, with 
AUCs of 0.993 and 0.979, respectively. The categories of no_cyberbullying and other_cyber-
bullying show lower AUC values of 0.905 and 0.921, respectively, indicating somewhat less ef-
fective but still commendable performance in differentiating these conditions. The ROC curve 
provides important insights into the effectiveness of the logistic regression model, highlight-
ing its strengths in certain categories of cyberbullying detection, and identifying areas for 
potential improvement.

Figure 9. ROC Curves for Logistic Regression Model Across Different Cyberbullying Categories
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The evaluation results of the neural network model show high proficiency in recogniz-
ing and classifying different forms of cyberbullying with considerable accuracy. The model 
showed particular skill in identifying cyberbullying based on religion and age, as evidenced 
by high AUC values approaching 1.0. However, it struggled with more complex categories such 
as gender and different forms of cyberbullying, where AUC values dropped significantly and 
misclassifications were common. The data show that while the model is very effective in spe-
cific settings, its performance varies across several categories, reflecting the complexity of the 
language used in cyberbullying. The training and validation measurements showed an initial 
rapid improvement in model accuracy, followed by a plateau in validation accuracy, indicating 
overfitting to the training data. This discrepancy suggests the need for further refinement of 
the model to improve its generalization skills in different real-world context. 

Discussion
This research illustrates the efficacy of deep learning techniques, particularly BiLSTM net-

works integrated with GloVe embeddings and self-supervised mechanisms, in identifying cy-
berbullying across many categories. The model demonstrated exceptional efficacy in detecting 
religion- and age-related cyberbullying, with AUC scores of 1.0, signifying a robust capacity to 
discern distinct discriminatory patterns. Nonetheless, categorization performance deteriorated 
in more nuanced categories, such as gender bullying and other subtle forms, where the model 
shown heightened misclassification. The results demonstrate that although the model effec-
tively identifies explicit discriminatory material, it encounters difficulties with overlapping or 
context-dependent signals that are more subtle. 

A notable problem faced was overfitting, as indicated by the disparity between training 
and validation accuracy. This indicates restricted generalization abilities and highlights the 
want for enhanced regularization methods, data augmentation tactics, and a broader variety 
of training data to bolster resilience. 

To mitigate these constraints, it is essential to juxtapose the existing BiLSTM-based meth-
odology with more sophisticated transformer models like DistilBERT and RoBERTa. These mod-
els provide enhanced contextual comprehension owing to their attention-based architecture, 
facilitating a more refined interpretation of language. Initial comparisons in related research 
indicate that transformers frequently surpass conventional RNN-based models in text classifi-
cation tasks, particularly in addressing nuanced semantic distinctions and contextual overlap. 
Integrating such models into forthcoming research could markedly diminish classification er-
rors, particularly in intricate categories like gender bullying. 

In addition to performance factors, the study recognizes the ethical ramifications of imple-
menting automated cyberbullying detection systems. Although AI provides scalable instru-
ments for the surveillance and identification of detrimental information, it must be created 
with responsibility to avert bias and guarantee equity. False positives may unjustly suppress 
innocuous content, whilst they permit the continuation of detrimental material. The incor-
poration of explainable AI (XAI) methodologies will be essential for enhancing transparency, 
fostering user confidence, and guaranteeing accountability in practical applications. 

This study advances cyberbullying detection with contemporary natural language process-
ing techniques. Nonetheless, ongoing enhancement is essential to augment classification pre-
cision, reduce prejudice, and adhere to ethical standards. Subsequent research should inves-
tigate the incorporation of transformer-based models like RoBERTa and DistilBERT, use hybrid 
modeling approaches, and create adaptive frameworks capable of evolving with the fluid dy-
namics of online conversation.
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Conclusion 
This study significantly improved our understanding of the application of deep learning 

techniques to detect and classify cyberbullying in various social media environments. The 
study successfully used an advanced neural network model that combines BiLSTM networks 
embedded in GloVe with self-attention mechanisms to accurately identify specific catego-
ries of cyberbullying based on religion and age, achieving high accuracy, as indicated by AUC 
values of around 1.0. However, challenges remain in accurately categorizing more complex 
classifications, such as gender and different forms of cyberbullying, where linguistic nuances 
and topic overlaps hinder the predictive effectiveness of the model. The appearance of over-
fitting, as indicated by the gap between training accuracy and validation scores, highlights 
the complexities of natural language modeling and the need for tactics that improve model 
generalization. This study advances AI technology for social good and highlights the critical 
need to continuously improve categorization algorithms to address the dynamic and complex 
nature of the language used in cyberbullying. Future initiatives should prioritize expanding 
training datasets, exploring hybrid modeling methodologies, and formulating ethical rules to 
regulate AI applications that ensure responsible and effective use of these technologies to 
combat cyberbullying and improve online social interactions.
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