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EKMGS: A HYBRID CLASS BALANCING METHOD 
FOR MEDICAL DATA PROCESSING

Abstract: The field of medicine is witnessing rapid development of AI, highlighting the 
importance of proper data processing. However, when working with medical data, there is a 
problem of class imbalance, where the amount of data about healthy patients significantly ex-
ceeds the amount of data about sick ones. This leads to incorrect classification of the minority 
class, resulting in inefficient operation of machine learning algorithms. In this study, a hybrid 
method was developed to address the problem of class imbalance, combining oversampling 
(GenSMOTE) and undersampling (ENN) algorithms. GenSMOTE used frequency oversampling 
optimization based on a genetic algorithm, selecting the optimal value using a fitness func-
tion. The next stage implemented an ensemble method based on stacking, consisting of three 
base (k-NN, SVM, LR) and one meta-model (Decision Tree). The hyperparameters of the me-
ta-model were optimized using the GridSearchCV algorithm. During the study, datasets on 
diabetes, liver diseases, and brain glioma were used. The developed hybrid class balancing 
method significantly improved the quality of the model: the F1-score increased by 10-75%, 
and accuracy by 5-30%. Each stage of the hybrid algorithm was visualized using a nonlinear 
UMAP algorithm. The ensemble method based on stacking, in combination with the hybrid 
class balancing method, demonstrated high efficiency in solving classification tasks in med-
icine. This approach can be applied for diagnosing various diseases, which will increase the 
accuracy and reliability of forecasts. It is planned to expand the application of this approach to 
large volumes of data and improve the oversampling algorithm using additional capabilities 
of the genetic algorithm.

Keywords: imbalance; genetic algorithm (GA); oversampling; undersampling; hybrid; data 
analysis.
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Introduction (Literary review)
The rapid development of AI in medicine underscores the importance of proper medical 

data processing [1]. However, when working with such data, a problem of class imbalance aris-
es [2]. The imbalance is due to the fact that the amount of data about healthy patients often 
exceeds the amount of data about the sick [3]. This problem leads to incorrect classification of 
the minority class, which can be accompanied by incorrect predictions and inefficient opera-
tion of machine learning algorithms  [4].

There are many diverse methods to solve the problem of class imbalance, among which the 
following can be highlighted: oversampling algorithms, undersampling algorithms, and hybrid 
methods.

Among the first-class balancing algorithms are ROS (Random Oversampling) and RUS (Ran-
dom Undersampling), which are based on random duplication/deletion. However, ROS con-
tributes to overfitting due to a large number of homogeneous objects in the minority class [5], 
while RUS can lead to the loss of significant information [6]. It is important to note that there 
is a hybrid method ROS-RUS, which starts with random oversampling of data, then mixes data 
from the minority class with data from the majority class, reducing the dataset until a balance 
between classes is achieved [7].

The next known representative of oversampling methods is SMOTE (Synthetic Minority 
Over-sampling Technique), which increases the size of the minority class by generating syn-
thetic samples based on the nearest neighbors of existing objects. However, SMOTE does not 
take into account hidden noise in the dataset when creating synthetic objects [8]. Neverthe-
less, there are currently over 85 different modifications of this algorithm, which demonstrate 
higher efficiency [9]. Some of them are listed below:

MSMOTE, which analyzes the nearest neighbors to classify objects of the minority class into 
safe, borderline, and noisy. New synthetic samples are created for safe and borderline objects. 
Synthetic data is not created for noisy samples [7]. Also, ADASYN, which uses the density distri-
bution of weights to determine the number of synthetic samples for each object of the minor-
ity class, paying more attention to complex objects, and GASMOTE, (Genetic Algorithm-based 
SMOTE), which works by optimizing the sampling frequency for each instance of the minority 
class using a genetic algorithm [10].

The use of the previously considered oversampling methods may prove ineffective due to 
the need to remove noisy data in the majority class. However, to solve this problem, hybrid 
algorithms have been developed that demonstrate higher efficiency, which is confirmed by 
research results. One such study is  [11], where the SMOTE+OSS algorithm was presented, 
which combines SMOTE with the undersampling algorithm OSS, which classifies objects of the 
majority class into four groups: noisy, borderline, redundant, and safe, among which noisy and 
borderline samples are removed from the dataset. Researchers Z. Xu, D. Shen, T. Nie, and Y. Kou 
in their work [8] proposed a new approach for the hybrid method RFMSE, which consists of the 
oversampling method MSMOTE, as well as the undersampling algorithm ENN, which removes 
objects from the majority class if their class labels do not match the labels of the majority of 
their nearest neighbors. Whereas in work [12], a completely different approach to solving the 
problem of class imbalance was presented. The hybrid balancing method NCL+A-SUWO, which 
includes an oversampling algorithm [13] using semi-self-learning hierarchical clustering for 
classifying minority data, adaptively determining the size for oversampling each subcluster, 
and the undersampling algorithm NCL [14], which combines the concepts of the Condensed 
Nearest Neighbor (CNN) rule, aimed at removing redundant objects, and the Edited Nearest 
Neighbors (ENN) rule, intended to eliminate noisy or ambiguous objects.

In this work, we propose a new hybrid method EKMGS, which includes the removal of noisy 
data from the majority class using the undersampling method ENN [15] and from the minority 
class using the k-means++ clustering method. The method also provides for the addition of 
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synthetic data to the minority class using a modified version of the SMOTE method, based on 
a genetic algorithm.

Purpose and Objectives of Research
This work aims to develop a hybrid class balancing method for medical data processing.
To achieve the goal, the following tasks were set:
• study existing methods for class balancing;
• develop a hybrid class balancing algorithm for processing medical data;
• implement machine learning methods and the ensemble stacking method.

Methods and Materials
This section describes the stages of the research, consisting of three main steps: data col-

lection, hybrid class balancing method, implementation of an ensemble method based on 
stacking. Below is a description of the research stages shown in Figure 1.

Figure 1. Stages of the study

A. Data collection
In this study, datasets on diabetes, liver diseases, and brain glioma were used [16]. These 

diseases were chosen due to their widespread prevalence. According to the World Health Or-
ganization, 422 million people worldwide suffer from diabetes [17]. And liver diseases cause 
more than two million deaths annually [18]. Whereas in the United States, six cases of glioma 
are diagnosed annually per 100,000 people [19]. The datasets were taken from the Kaggle 
and UCI Machine Learning Repository platforms. All ethical issues were observed. Table 1 pre-
sents a complete description of the datasets used.
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Table 1. The datasets used in the study

№ Name of dataframe Count of objects Count of features 
(with target)

Imbalance 
ratio

1 Pima Indians Diabetes Database 768 9 9:5
2 Indian Liver Patient Records 583 11 5:2

3 Glioma Grading Clinical and 
Mutation Features 839 23 13:10

B. Hybrid class balancing 
This stage of the research consists of three parts: the undersampling method ENN, removal 

of noisy data from the minority class using the k-means++ clustering method, and the devel-
opment of the GenSMOTE oversampling method.

1. ENN (Edited Nearest Neighbours)
ENN (Edited Nearest Neighbours) is one of the undersampling methods, which identifies 

objects from the majority class as noisy if their class labels do not match the labels of the ma-
jority of their nearest neighbors, the search for which is carried out by calculating the distance 
between objects. 

2. k-means++ 
To remove noisy data from the minority class in this work, the k-means++ clustering algo-

rithm is used. The main motivation for choosing this algorithm is the initialization of centroids. 
The data of the minority class were divided into K clusters, the number of which was chosen 
using the silhouette score. The arithmetic mean was calculated for each cluster. 

3. GENSMOTE

3.1. SMOTE (Synthetic Minority Over-sampling Technique)
The idea of the SMOTE algorithm is to create new instances of the minority class by in-

terpolating data. In particular, a synthetic instance is generated by calculating the difference 
between the original instance and its nearest neighbor, this difference is multiplied by a ran-
dom number from 0 to 1. However, it should be noted that this algorithm has a number of 
disadvantages, one of which is the use of the same oversampling frequency for all instances of 
the minority class, which is inefficient, as different instances have different roles in the sam-
ple and classification. This work presents a modification of the algorithm that optimizes the 
oversampling frequency using a genetic algorithm.

3.2. Genetic Algorithm 
As is known, the goal of genetic algorithms is to find the optimal solution to a specific 

problem. For this, the algorithm goes through the following stages: creation of an initial pop-
ulation, calculation of the fitness function, selection methods, crossover, and mutation. Below, 
the principle of the GenSMOTE oversampling algorithm, based on the listed principles of the 
genetic algorithm, will be discussed in detail.

3.2.1. Creating the initial population
At this stage, a population of size P is created, where each element, called an individual, is 

one of the solutions to the given problem. An individual in this case represents a set of genes, 
each of which corresponds to the oversampling frequency for objects of the minority class. 
The initialization of genes is done by selecting a random integer value between the upper and 
lower limits of the sampling frequency (the lower limit is 0, and the upper limit is the number 
of k nearest neighbors). This can be described by the following formula (1): 
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(1)

where minF is the lower limit, and maxF is the upper limit. Accordingly, an individual can 
then be represented as follows (2):

(2)

where X is an individual, and N is the number of elements in the minority class. Then the 
population will have the following form (3): 

(3)

where P is the population, and j is its size. 

3.2.2. Calculation of the fitness function
At each step of the genetic algorithm iteration, individuals are evaluated using a fitness 

function, which determines the fitness measure of each individual in the context of the target 
task that needs to be solved or optimized. In this work, the F1-score was used as the fitness 
function, which is described by equation (6). In the GenSMOTE algorithm, an individual in the 
population represents a combination of oversampling frequencies of minority class objects, 
based on which the SMOTE algorithm is performed for the original dataset. The obtained da-
taset is used to train the classifier, applying the Decision Tree algorithm. The F1-score value, 
based on the classification results, is the fitness function, where a higher F1-score corresponds 
to the best individual.

3.2.3. Selection method
It is known that selection is carried out at the beginning of each iteration of the genetic 

algorithm cycle to choose those individuals from the current population who will participate 
in the crossover and mutation methods in the next generation.

In this work, a tournament selection [20], was used, which implements N tournaments for 
the selection of N individuals. At the same time, the possibility of choosing identical individ-
uals is taken into account. In each tournament, k individuals are randomly selected from the 
population, after which the best individual is selected from this sample. The best individual is 
the one who has the highest value of the fitness function.

3.2.4. The method of crossing
The crossover method is used to combine the genetic information of two individuals who 

act as parents in the process of creating new offspring. The two-point crossover method was 
used in the work, where two individuals X l and X m (4) and (5) are randomly selected.

(4)

(5)

Then, two crossover points are randomly selected, after which at these crossover points, 
genetic information is exchanged between two parental chromosomes to create two new in-
dividuals. Equations (6) and (7) present an example where crossover points were used in the 
interval [3, N-1].

(6)

(7)
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3.2.5. The mutation method
Mutation in the context of a genetic algorithm represents a process of periodically random 

updating of the population by introducing new gene combinations. In this work, uniform mu-
tation was used as a mutation method, where a random gene  is replaced with a random 
number in the range between the minimum and maximum value of the solution space. This 
method is described by equation (8).

(8)

C. Stacking method

1. Data separation
The data was divided as follows: 95% was used for training and validation, and the remain-

ing 5% was allocated for testing. In addition, 3-fold cross-validation was applied.

2. Метод stacking 
In this work, an ensemble method based on stacking was implemented, consisting of three 

base models and one meta-model. The following methods were chosen as base models due 
to differences in their working principles: the k-nearest neighbors method (k-NN), the support 
vector machine method (SVM), and logistic regression (LR). The predicted values obtained 
were used as a new dataset for training the meta-model, which is based on a decision tree 
(Decision Tree). It is important to note that the greedy algorithm GridSearchCV was used to 
optimize the hyperparameters of the meta-model (max_depth, min_samples_split, min_sam-
ples_leaf, max_features), where the cross-validation equals 3.

Below is the pseudocode of the proposed hybrid algorithm EKMGS in Figure 2.

Figure 2. Рseudocode of the hybrid algorithm EKMGS
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Results
During the development of the hybrid class balancing algorithm, a significant increase 

in the quality assessment metrics of the model was achieved. For example, the F1-score in-
creased in the range from 10% to 75%, while the accuracy increased in the range from 5% to 
30%. Below are the results of the F1 and accuracy evaluations, presented in Tables 2 and 3.

Table 2. F1-score/Accuracy before balancing classes

Table 3. F1-score/Accuracy after balancing classes

A nonlinear UMAP algorithm was applied for data visualization at each stage. The visuali-
zation results are presented in Figure 3.
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а) The original dataset b) Data set after the insuf-
ficient sampling method 
(ANN+k-Means++)

с) Minority class data after 
the oversampling method 
(GenSMOTE)

d) Data set after hybrid 
balancing

Figure 3. Visualization of data before and after hybrid balancing
of liver, glioma and diabetes datasets using UMAP
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For the evaluation of classification quality, in addition to F1 and accuracy metrics, the ROC 
curve and confusion matrix were used, constructed using the sklearn library. Figure 4 shows a 
graphical representation of the ROC curve before and after hybrid class balancing.

а) ROC curve of the Data Set Stacking method before 
Hybrid Class Balancing

b) ROC curve of the Data Set Stacking method after 
hybrid class balancing

Figure 4. ROC curve of the Stacking method before and after
hybrid balancing of classes of liver, glioma and diabetes datasets

Whereas Figure 5 shows a visualization of the confusion matrix before and after the hybrid 
class balancing method of the corresponding datasets.

DOI: 10.37943/18PUYJ4315
© Zholdas Buribayev, Saida Shaikalamova, 
    Ainur Yerkos, Rustem Imanbek



14 Scientific Journal of Astana IT University
ISSN (P): 2707-9031   ISSN (E): 2707-904X

VOLUME 18, JUNE 2024

а) The confusion matrix of the Data Set Stacking 
Method before Hybrid Class Balancing

b) The confusion matrix of the Data Set Stacking 
method after Hybrid Class Balancing

Figure 5. The matrix of confusion of the Stacking method before and after
hybrid balancing of classes of datasets on liver, glioma and diabetes
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Discussion
The study demonstrated that class imbalance in medical data can negatively affect the 

accuracy of machine learning algorithms. This is due to the fact that models trained on such 
data tend to overfit on the majority class (healthy patients) and poorly recognize the minority 
class (sick patients).

The hybrid class balancing method proposed in this work, combining GenSMOTE and ENN, 
demonstrated high efficiency. This is confirmed by the results on three different datasets (di-
abetes, liver diseases, brain glioma), it was shown that the proposed approach significantly 
improves the accuracy of classification, obtained before and after the application of hybrid 
balancing. As a result of applying this method, the F1-score increased in the range from 10% 
to 75%, and accuracy increased in the range from 5% to 30%. It is important to note that the 
implementation of the ensemble method based on stacking allowed to further increase the 
accuracy of classification. This is due to the fact that ensemble methods combine the predic-
tions of several models, which allows to neutralize their shortcomings and improve the final 
result.

The results obtained are consistent with the conclusions of other studies dedicated to the 
problem of class imbalance in medical data.

Despite the results obtained, this study has a number of limitations. First, it was conducted 
on a limited set of data. Second, other methods of class balancing and ensemble learning were 
not investigated. 

In the future, it is planned to conduct more extensive research, in which other datasets and 
methods of class balancing and ensemble learning will be used.

Conclusion
In the framework of this research, a hybrid class balancing algorithm was developed, based 

on the genetic algorithm GenSMOTE and ENN. It has a number of advantages such as efficien-
cy, flexibility, and simplicity.

he contribution of the research lies in the development and testing of a new approach to 
solving the problem of class imbalance in medical data, which can be used to improve the 
quality of disease diagnosis systems.

It should be noted that this research has some limitations, such as the use of basic GA op-
erators and limited testing of the algorithm on small volumes of data.

Further research will be aimed at improving the efficiency of the algorithm when working 
with large volumes of data and complex data structures.
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